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Massive Data Cloud & Web Big Data
Growth Ubiquity Processing
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Big Data has long been an important part of the HPC
market, but recent technology advances have given
data-intensive computing much higher potential as a
horizontal market.

If any company is well poised to take on the challenges
of exascale computing and big data, it's DDN, since
this is its heritage.
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National Laboratory

If any company is well poised to take on the challenges of exascale
computing and big data, it's DDN, since this is its heritage.
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Corporation

Leading Company of

DT C Computer Visualization
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Infinite Memory Engine™ (72 /0 —J L E 21—
Distributed File System Buffer Cache
g i i T 959K
¢ R L
SH#AII7LUR RER =) I =T34 X |
F—XFHFyv— Lustre® ArL—¥ AT=WTFOr77A WA~
: IR ER
Gsas E! Dg WOS¥#3.0
' 3 32 Trillion Unigue Objects
- Geo-Replicated Cloud Storage
_EvIT—% ko EXAScaler™ GRIDScaler™ " Self-Healing Cloud
TIub o4 —LEE 10Ks of Clients ~10K Clients Parallel Boolean Search
1TB/s+, HSM 17B/s+, HSM
Linux HPC Clients Linux/Windows HPC Clients
NFS & CIFS [2014] NFS & CIFS

T Storage Fusion Architecture™ A7 AL —UTFS5vb T4 —L
DirectMon™
SFA™12KX \ SFA7700
48GB/s, 1.7M IOPS 12.5GB/s, 450K I0PS
1,680 Drives in 2 Racks 60 Drives in 4U
Optional Embedded Computing = 228 Drives in 12U

WOS7000
60 Drives in 4U
Self-Contained Servers

ERGFS/ TR SFX™

ATV NIy aFxeyia

SAT': : SA‘S'; SSD Adaptive Transparent Flash Cache
\y v - SFXAPI Gives Users Conrol
[pre-staging, alignment, by-pass]
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SFA12KX SFA7700 WOS7000
Bandwidth: 48GB/s Bandwidth: 10GB/s 4U, 60-Drive System
IOPS: 1.7M IOPS: 450K 8 x GbE per Node
Scales to 1680 Drives Scales to 396* Drives 2.6PB/Rack, 22B Objects/Rack

In-Storage Processing 30PB/Cluster; 32 Clusters/Namespace

* 2015
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EvJT—2E05FEMEL, TCOZ®RBIE

100/ A4V L EICEXSSWa—F — 2008F(CRAIDERICH T

EvyT—2E070RDT—o0—RITHFELEE

DirectMon™: Infrastructure Management

Big Data
Analytics SW

EXAScaler™

Lustre’ Storage

GRIDScaler™
In-Storage Processing™ Engine & DMA Driver

Storage Fusion Architecture™
[Core Storage S/W Engine]

Low-Latency Connect: FC, IB, Memory
Real-Time, Interrupt-Free Storage Processing
ReACT™ Adaptive Cache Technology
DirectProtect™ Data Integrity Management
Storage Fusion Xcelerator (SFX™) Flash Caching & API
Quality of Service Engine

Storage Fusion Fabric

W57 o RIFRELE=T L2

Maximum Performance, Lowest
Latency

RELEToyo oy
Optimized Environment for Big Data
Application Hosting

BRELT—HRE
Quality of Service and Performance
Without Compromise

EHADEFMGHERIE
Best-In-Class Scalability and Density
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SFX RARL—DFvyia
Automated and API-driven

caching system to enable OS, Interrupt-Free; Massively Parallel /O
hybrid SSD & HDD pools ! Delivery System

= 734 LTILFCPURAID TPy

Full Implementation of Real-Time Storage

g e B = =]
SFA Embedded (A7 3Y) ReACT ¥4yl aeR—IU Ak
Low-Latency KVM Environment Real-Time 1/O Data-Aware Cache

with Custom DDN DMA Memory Optimizer, Small I0s Go to Cache;

Drivers to Host File Servers and Large & Streaming 1/Os Bypass Cache
Pre/Post Process Analytics

QoS TPV
Real-Time Quality of Service
for Read Operations

Storage Fusion Fabric

Highly-Over-Provisioned Backend — Redundant ; ;

Fabric Withstands Failures of Drives, Enclosures, T — {2 C 2=

Cables, etc _ ‘ _ _
[ s S BEETLA

DirectProtect™ = — W » e . Up to 840 HDDs in a single rack. 84

Real-Time Data Integrity Verification for every 1/O |t ; — HDDs and SSDs in 4U

Drive Power Cycling to Eliminate False Positives

Any statements or representations around future events are subject to change.
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ReACT P @ Context Commit API (i T

= E | In-Band - Out Of Band |
é " I Usage-Based and Priority-Based Caching I
2 = /N : |
— & £ i A i
atmE Y|
= < DRAM Cache |
s |
<‘/— < A\ i
- X} . > E
4 N 7 ~N ) [
- | SFX Read - ~-
SFEZSE'YXrlte Instantl Commit HDD Tier '
v — —  — —— " B B> B
- - - - )
Cache Flush
Cache Warm
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- 1 4 .Write D:‘“’D"""'Ct .g 60 .Wrne ,.D.'»"'_',D”".".Ct g 1200 DataDirect
) o o teome e
[ » 0
$12 ~ ®Read |, % 50 Read @ 1000
= o EMC g
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o & 30 S 600 1
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. .Ei(. 10 \7rr~m 200 1 " ISTLON
0.2 HITACHI ' -
0 0~ PP — VINX3008 —— 0 ‘n 5130 OnTapB.1 OneFS ExaScaler

~ = I KT
HoHEE., BE I0—FIRIET

SFA12KX 24 us / 88 ys

Violin 6616 25 ps /90 ys 75X§ﬁ7}($0)1‘$ﬁat;ﬂ]$
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e An HP Company = '

Best Runtime Ever
for Drug Discovery,
Warranty, Risk
Analytics

kx

Up to 570% faster
FSI back-testing and
risk management

1-Trillion Row
A Big Data Queries
in less than 20s.

[ [EEeTes @ hadEJEJﬁJ

Enterprise Hadoop
ey With 200%-700%
Performance Gain
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Infinite Memory Engine™ (72 /0 —J L E 21—
Distributed File System Buffer Cache
T 257K
£ : R A
SHAYIPLUA RER = I =T34 X BB q LB N |
F—XFHFyv— Lustre® ArL—¥ ARr=TFOR27A A~ l
‘ IR ER
Gsas XY WOS*#3.0
' 3 32 Trillion Unigue Objects
Lizszitoragy - Geo-Replicated Cloud Storage

256 Million Objects/Second
Self-Healing Cloud
Parallel Boolean Search

EviT—4 EXAScaler™ GRIDScaler™
IR A— LW @ kX

10Ks of Clients ~10K Clients

1TB/s+, HSM 17B/s+, HSM
Linux HPC Clients Linux/Windows HPC Clients
NFS & CIFS [2014] NFS & CIFS
T Storage Fusion Architecture™ A7 AL —UTFS5vb T4 —L
DirectMon™

SFA™12KX SFA7700
48GB/s, 1.7M IOPS 12.5GB/s, 450K I0PS
1,680 Drives in 2 Racks 60 Drives in 4U
Optional Embedded Computing = 228 Drives in 12U

WOS7000
60 Drives in 4U
Self-Contained Servers

EREFS/4TRIREX SFX™
ATV NIy aFxeyia

SAT':'; SA‘S; SSD Adaptive Transparent Flash Cache
v v - SFXAPI Gives Users Control
[pre-staging, alignment, by-pass]
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I I
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SFA12KX SFA7700 | WOS7000 |
Bandwidth: 48GB/s Bandwidth: 10GB/s I 4U, 60-Drive System

IOPS: 1.7M IOPS: 450K I 8 x GbE per Node i

Scales to 1680 Drives Scales to 396* Drives I 2.6PB/Rack, 22B Objects/Rack i

In-Storage Processing 30PB/Cluster; 32 Clusters/Namespace

MEOEKXIL: 7FIVr— 3 EET S, 9S5ARE RS
EEOEINME: 230% BELT—3 U 2—0OMEIL
F—i—~AvEDE/ME: DRATLEEEE, EEEZ8EI1E
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\\\ vz

Application Always I ~ Geo-
-Centric Online Resilient M yistributed

WOS V2.1
More self-healing,
support for sparse
information

WOS V1.2

WOS v1.0 Java API &

GA & first revenue

Streaming support

shipments to federal for Python and

customer

First functional
validation @ Web
2.0

“Bucket File
System”

2008 2009 2010 2011 2012 2013 2014

WOS V2.0
Async replication,

WOS v2.0.1
Manageability,
Serviceability,

ObjectAssure™,
Scales

WOS V1.1
Large object
support (TB),
Native
streaming and

WOS V3.0
Supports up to 32 trillion

WOS is
named.
WOS V1.0

objects, new WOS7000
appliance hardware, etc.

SNMP & 10Ge
support

EEssEEEEEEE )

@
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WOS Cluster Management Utility

GRIDScaler HSM
- "J";’Vz l?:;lthon Android, iOS & S3 |
' ' ’ H 1
PHP, HTTP, Multi-Tenancy ExAScaler HSW
HTTP CDN Caching Layer NFS & CIFS

WOS Core: Peer-to-Peer Object Storage
Latency-Aware Access Manager
WOS Policy Engine
User-Defined Metadata and Search
Self-Healing Storage Clustering with Intra-Node Failover
Replication Engine ObjectAssure™ Erasure Coding

De-clustered Data Management & Fast Rebuild

DDN | WOS® YIRS F7 X894

YT ILEALDS O—/3)LaASHRL— a3V A alEEIC
WebARZT—IL. BEREVTHORAN =T TSATUR
99%MFNFE  RANAMNISZRIZHIGLIZET7 by -E7 ATz HVRRL—D

RERROTREEAE—F
Eliminates limitations of traditional file
systems - access data at millions of
objects per second. Scale to support

32 Trillion objects.

ATV NG T O HME
User-Defined Metadata allows customers
to understand their data

Fa—nNI)L E7-+y-E7
Distribute data across 64 sites in
one namespace

BCEE

Intelligent Data Management
system recovers from failures
rapidly and autonomously

© 2014 DataDirect Networks, Inc. * Other names and brands may be claimed as the property of others.
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UL TR
Chose between replication,
erasure coding or both

I

BEFBRELETIERTR—Dv—
WOS intelligently makes decisions on
the best geographies to get from based
upon location access load and latency

HEIN=AToHk
AN—CFFSATUR
60 Drives in 4U

WOS7000 nodes support in-
node failover for ideal HA*

I

970

Hesht=. yo—nNILAITS ok
A=V R—=LAR—ZX

Supports clustering of up to 8,000 nodes
across 64 geographies, replicate data with
smart policies for performance and/or
disaster recovery on a per-object basis

SETHRE

No hard tie between physical disks and
data. Failed drives are recovered through
dispersed data placement — rebuilds
happen at read, not write, speed —
rebuilding only data.

FSDEWAT VT HRR—X
DTARIT—FTIF¥—
Formats drives with custom WOS
disk file system, no Linux file I/

A—H—ERICKEIAIT—4 Wufife e
EAFT—HER"
Applications can assign their own metadata via
object storage API, WOS now also supports
simple search of WOS user metadata

Os, no fragmentation, fully
contiguous object read and write
operations for maximum disk
efficiency

© 2014 DataDirect Networks, Inc. * Other names and brands may be claimed as the property of others.
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Automated Sync & Share
allows users to securely
upload documents to the

cloud, synchronize files and
devices, and easily share
information with others.

Integration: Pre-integrated
solution

Partners: Ctera, Owncloud
Reference Customer: Bezeq

Why WOS?

*  Optimized for mixed data sets

+ Scale as you grow

*  Support geographically
distributed users

* Latency-aware

« Low management effort

A
S
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Enable Video on Demand,
Cloud DVR or other video
streaming services for

Capacity
. oC\S Y
o°\e€ 5//93

residential or corporate end
users. Leverage WOS high-
throughput, low latency
video delivery.

Integration: Pre-integrated &

custom solutions L , -
Partners: Arris il Qo “;——-'
Reference Customer: Comcast A RRIS HTTP REST A% CIFs
Why WOS?

*High throughput, low latency
*Support geographically
distributed users

*Low management effort -
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Leverage WOS to build your
own CDN platform for
worldwide distribution of

Capacity
. octS Y
o,o\ei 5//'(.J

massive volumes of data
with high throughput and
low latency.

Integration: WOS CDN
Reference Architecture
Partners: Cisco

Reference Customer: Level3® & & oqm oq'o

Why WOS? HTTP REST JAVA C++ Python

*  High throughput, low latency

+  WOS CDN Reference
Architecture

*  Supports up to 60 sites Low

management effort -
«  Experienced team =
* Local erasure-coding . _5 o -
Lowest WAN cost B '
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Store assets in a globally
distributed storage cloud to
enable collaboration

Capacit X
et Y
o‘o\e( S’Q{,

between distributed teams.
Integrate with your favorite
workflow suites or file
sharing clients.

Integration: Pre-integrated
solutions

Partners: iRODS e — —
Reference Customer: UCL, B E— :
SSERCA. NIH A% CcIFs O s GF(%DPSF‘g'er

Why WOS?

*  GRIDScaler - WOS Bridge

* Integrated file system
gateways

« High throughput, low latency -

«  Supports up to 60 sites -

*  Low management effort =]
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Integrate WOS with your
favorite post-production

workflow. Enable
collaborative editing for
distributed teams.

Integration: Pre-integrated &
custom solutions
Partners: DVS

Why WOS?

*  Optimized for mixed data sets

*  High throughput

*  Support geographically
distributed teams

* Integration with DVS

* Integrated File System

Gateway

DataDirect"
N E T W OR K S

A Rohde & Schwarz Company

Capacit "
. oC\S Y
OOR© Site,
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Monetize your data with
Active Archives: leverage
WOS to build a scale-out,

cost-efficient archive
infrastructure that provides
instant access to all your
assets.

Integration: Pre-integrated &
custom solutions

Partners: ASG Atempo,
Commvault, iRODS
Reference Customer: Deluxe

Why WOS?

*  Lowest TCO: maximize
efficiency without
compromising on reliability

*  Scale as you grow — no forklift
upgrades

0 migrations needed

Self-healing

Optional tape integration

Simple management

DataDirect"
N E T W OR K S
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WOS was specifically
designed for scale-out web
applications. The native
REST API provides simple

integration with the WOS
storage cloud. Tune WOS to
meet all your application
and storage requirements.

Integration: Custom Solutions

£k £t
Partners: N/A Qo ao o e ao
Reference Customer: Symantec
HTTP REST JAVA C++ Python
Why WOS?
. Optimized for mixed data sets

. Scale as you grow
. Support geographically distributed

users ¢\
‘-
. Latency-aware e =
+  Low management effort b - : S -
- -

Any statements or representations around future events are subject to change.
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